MRI Image Segmentation of Brain Tissue by Novel Level Set Model
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Abstract—In the paper, we proposed a model called Adaptive Threshold Level Set Without Edge that is applied on the segmentation of GM in brain MR images. Threshold to find the boundary of GM is automatically obtained by fuzzy c mean algorithm. A similarity index (SI) is used for quantitative evaluation of the segmentation results. By testing 134 planar MR brain images and comparing to the gold standard segmentation, the mean and the variance of SI are 0.90311 and 0.042049. The experimental results demonstrate our method can automatically and accurately segment the GM.
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1. INTRODUCTION

MRI has become a particularly useful medical diagnostic tool for neurological diseases. Segmentation of magnetic resonance (MR) images is widely applied in brain function researches, radiological evaluation and 3D visualizations for surgical planning. Brain image segmentations classify the voxels into three different tissue types: grey matter (GM), white matter (WM), and cerebrospinal fluid (CSF). Segmentation methods are broadly classified into three categories: edge-based methods, pixel-based direct classification methods and region based methods [1]. Intensity based method belongs to the pixel-based direct classification methods because the intensity is used as the features for classification. Lots of intensity-based classifiers are developed for intensity-based segmentation techniques; for example, there are neural network classifier [2][3][4][5], the k-nearest neighbor classifier [6] and standard fuzzy c-means algorithm [7][8]. Besides intensity-based segmentation techniques, active contour model [9] is a technology extracting the regions of interest (ROI) from primitive image with the contours of the ROI pixels. Geometric Active Contour model known as level set method [10][11] has recently been applied on the application of segmentation [12]. Level set methods are surface-based segmentation techniques and have the advantage for the possible reduction of the partial volume effect [13]. A image segmentation model [14] with a piecewise smooth function fitted to the image data and the discontinuities happening only on the boundaries between different tissue types is proposed to find the tissue boundaries. The boundaries of tissue are contours of this function with zero level and the solution can be obtained by either solving a partial differential equation or optimizing an objective function. Threshold Level Set Method [15][16]is a level set model. Our previous work [17] using Otsu [18] algorithm to automatically obtain two thresholds of speed functions for the threshold Level Set. However, Otsu algorithm can only find a crisp threshold, but it is not available for the fuzziness of boundary. Improving the fuzzy tissue boundary segmentation can be applied on automatically segmenting the WM of brain. A new segmentation method modified from Chan and Vese model [19] and Fuzzy C-Means
algorithm is proposed and called Adaptive Threshold Level Set Without Edge (ATLSWE) Model. By using similarity index and comparing to the gold standard image segmentations, we suggested a common fair comparison method for segmentation evaluation of brain tissues. The segmentation results of the WM by ATLSWE Model are accurate enough compared with the gold standard segmentations. We wish the other researchers use their programs and parameters to compare their results with the gold standard segmentations and our results.

2. MATERIAL AND METHOD

Accuracy evaluation is the most important issue for any new segmentation method. It is very popular for researchers to evaluate their developed method by comparing with other methods. They use their own image sources that are segmented by their method and the other methods. Comparing these results, they evaluate the accuracy of their proposed segmentation method. However, they implement the programs for the other methods and select parameters by themselves. It is possible they may not succeed the best segmentations of their implemented methods without the optimal parameters, so the evaluations may be unfair for these situations. It is necessary to find a common accuracy evaluation method that is fair for any new developed algorithm. Since the mrGray software package [20][21] provides brain MRI images and the results of WM segmentation, it is reasonable to use these segmentation results as a common gold standard for evaluating any segmentation method for brain WM in the MRI images.

MrGray software package has a T1-weighted volumetric MR image data set with DICOM format. The data set has 134 slices of MR brain images with the resolution size 204x120 pixels and the gray level ranges from 0 to 255. The resolution of the data set is fine enough to resolve the complex structure of the cortex and to provide adequate contrast between GM, WM, and CSF. The segmentation results of the WM are also provided in mrGray software package which are used as gold standard to be compared with the segmentation results by ATLSWE Model.

The flow chart of the ATLSWE Model is shown in Fig. 1. The first step is to import the brain MR image and followed by an image preprocessing, stripping the skull. The selection of threshold parameters must be performed before segmentation of the WM surface.

Fig. 1 Flow chart of the white matter Segmentation

To strip the skull by removing skin, bone, fat, and other non-cerebral tissues for extracting the cerebrum in the image is the second step of the flow chart. This stripping skull process can be accomplished by using mathematical morphology operators [22]. Fig. 2 (a) shows the original image of 67th slice and Fig. 2 (b) shows the image processed by striping skull process.
The segmentation method of the Adaptive Threshold Level Set Without Edge (ATLSWE) Model should be described before the selection of threshold parameters because the threshold parameters is part of ATLSWE Model. The following section describes the ATLSWE Model.

2.1. Level Set Model

The ATLSWE Model is extended from the methodology of Active Contours Without Edge that is also called Chan and Vese model [19]. The Chan and Vese model is an active contour model for segmentation of objects without explicit edges in images. We summarily described the Chan and Vese model in this section for understanding the ATLSWE Model.

The Chan-Vese segmentation model evolves active contour \( \Gamma \) to separate a image into two regions—one region is inside \( \Gamma \) and the other region is outside \( \Gamma \) as shown in Fig. 2. The desired curve \( \Gamma_{\text{OPT}} \) should be located at the boundary between objects and background. The objects should be the region inside \( \Gamma \), and the background to be the region outside. Intensity \( u_0 \) of an image is a function can be combined by two functions \( u^i_0 \) and \( u^o_0 \). The symbols \( u^i_0 \) and \( u^o_0 \) denote the intensity functions for inside and outside regions of \( \Gamma \). Functional \( E(\tilde{C}) \) can be formulated as following:

\[
E(\tilde{C}) = \int_{\text{inside}(\Gamma)} (u_0 - c_i)^2 + \int_{\text{outside}(\Gamma)} (u_0 - c_o)^2 + \mu |\Gamma|
\] (1)

Where \( c_i \) and \( c_o \) are the averages of \( u^i_0 \) and \( u^o_0 \), \( \mu \) is a positive parameter and \( |\Gamma| \) is the length of the evolving curves. The boundaries of objects \( \Gamma_{\text{OPT}} \) will be captured by the active contour \( \Gamma \) when the functional \( E(\Gamma) \) is minimized.

The evolution curves can be represented by the zero-level lines of a surface function \( \phi \) in \( R^3 \). This approach \( \tilde{C} = \{(x, y) | \phi(x, y) = 0\} \) is called in the level set formulation, Chan and Vese introduce the level set function \( \phi \) to the functional \( E(\tilde{C}) \) and the equation (1) is changed as follow:

Fig. 2 The 67th slice (a) original image and (b) processed result by stripping the skull.

Fig. 3 Boundary \( \Gamma_{\text{OPT}} \) of the object and active contour \( \Gamma \).
\[ E(c_1, c_2, \phi) = \int_{\Omega} (u_0 - c_1)^2 H(\phi) dxdy + \int_{\Omega} (u_0 - c_2)^2 (1 - H(\phi)) dxdy \]

\[ + \mu \int_{\Omega} |\nabla H(\phi)| dxdy \]  

(2)

Where \( \Omega \) is the total region in the image, \( \phi \) is a level set function and \( H \) is a Heaviside function and \( c_1 \) and \( c_2 \) are average values of intensity \( u_0 \) inside and outside regions of \( \Gamma \). \( c_1 \) and \( c_2 \) can be denoted as following:

\[ c_1 = \frac{\int_{\Omega} u_0 H(\phi) dxdy}{\int_{\Omega} H(\phi) dxdy} \]

\[ c_2 = \frac{\int_{\Omega} u_0 (1 - H(\phi)) dxdy}{\int_{\Omega} (1 - H(\phi)) dxdy} \]

(3)

By variation calculus and conditions of \( c_1 \) and \( c_2 \), Chan-Vese model obtained the Euler-Lagrange equation as follow.

\[ \frac{\partial \phi}{\partial t} = \delta_x (\phi) \left( \mu \frac{\nabla \phi}{|\nabla \phi|} - |u_0 - c_1|^2 + |u_0 - c_2|^2 \right) \]

(4)

Where \( \mu \) is a parameter, \( \delta_x = H_\varepsilon \) is an delta function of the derivative of a approximate. Equation (4) is the Chan-Vese evolution equation used to separate object regions from background.

Fig. 4 is synthetic image and the segmentation results.

Fig. 5 (a) is a synthetic image like a brain phantom and the blue region in Fig. 5 (b) is the desired ROI like the WM region. Fig. 5 (c) is a segmentation result obtained by Chan-Vese model and the segmentation result (the region inside the red curve) does not match our desired ROI. There are multiple regions with different grey level in an image as shown in Fig. 6(a). The region inside the red curve as shown in Fig. 6(c) is the segmentation result obtained by Chan-Vese model and does not match our desired ROI Fig.
These two examples show that Chan-Vese model is not able to effectively segment desired ROI.

Fig. 5 The synthetic (a) original image (b) ROI (blue) and (c) segmentation result (inside red curve)

We now explain why Chan-Vese model is not able to segment the desired ROI. The location of the red active contour is decided by $c_1$ and $c_2$ that is automatically computed by the equation
(3). The computations of \( c_1 \) and \( c_2 \) are not satisfied to our desired the location of the red active contour. It is necessary adjust \( c_1 \) and \( c_2 \) to fit our desired the location to overcome the shortness.

2.2. ATLSWE Model

We proposed a solution that \( c_1 \) and \( c_2 \) are chosen to satisfy on our requirements and the idea developed the ATLSWE model. The Euler-Lagrange equation of the ATLSWE model derived in the Appendix can be formulated as follow:

\[
\frac{\partial \phi}{\partial t} = \delta_c(\phi) \left( \mu \nabla \cdot \frac{\nabla \phi}{|\nabla \phi|} - \delta_c(\phi) (u_0 - c_1)^2 \right. \\
+ \left. \delta_c(\phi) (u_0 - c_2)^2 \right)
\]  

(5)

Where \( c_1 \) and \( c_2 \) are constants. Equation (5) is the same as the equation 4 but they do not satisfy the same condition. Equation (4) is obtained by using the optimal conditions of \( c_1 \) and \( c_2 \), but equation (5) is derived by setting \( c_1 \) and \( c_2 \), constants. As shown in the Appendix, the same functional with different conditions obtain the same Euler-Lagrange equation. To ignore the curvature effect, we set \( \mu = 0 \) and equation (6) can be changed from equation (5).

\[
\frac{\partial \phi}{\partial t} = \delta_c(\phi) \left( -|u_0 - c_1|^2 + |u_0 - c_2|^2 \right)
\]  

(6)

Because of \( c_1 \) and \( c_2 \) are constants, we can simplify the equation (6).

\[
\frac{\partial \phi}{\partial t} = -2\delta_c(\phi) \left( (c_2 - c_1) \left[ u_0 - \left( \frac{c_1 + c_2}{2} \right) \right] \right)
\]  

(7)

In the equation (7), the constant values of \( c_1 \) and \( c_2 \) decide the location of the active contour \( \Gamma \). The value of \( \frac{c_1 + c_2}{2} \) can also decide the location of the active contour \( \Gamma \).

An example is shown to differentiate the segmentation capability of Chan-Vese model and the ATLSWE model. Fig. 7(a) is a synthetic image having sixteen squares with increasing gray levels from left up to right down. Segmentation result by Chan-Vese model in Fig. 7(b) shows that all sixteen squares are enclosed by the blue lines. Only six squares are enclosed by the blue lines are shown in Fig. 7(c). The result is obtained by the ATLSWE model when the value \( \frac{c_1 + c_2}{2} \) of evolution equation (7) is 155. The value \( \frac{c_1 + c_2}{2} \) can be chosen to select the desired squares.

![Fig. 7 (a) Synthetic image (b) segmentation result by Chan-Vese model and, and (c) segmentation result by equation (8) with \( \frac{c_1 + c_2}{2} = 155 \)]

When an object has outer and inner contours, only one level set function to find one contour of an object is not enough. For example, GM is a band region with both outer and inner contours. We can use two level set function \( \phi_1 \) and \( \phi_2 \) to substitute them into the equation (7) for obtaining both outer and inner contours. Let \( \phi = \phi_1 \), and substitute it into the equation (7) and let
\[ c_3 = \frac{c_1 + c_2}{2} \]. We obtain equation (8) from equation (7).

\[ \frac{\partial \phi}{\partial t} = -2 \delta_{\epsilon}(\phi)((c_2 - c_1)(u_0 - c_1)) \quad (8) \]

Let \( \phi = \phi_2 \) and \( c_1 = c_4, c_2 = c_5 \), and substitute it into the equation (7) and let \( c_6 = \frac{c_4 + c_5}{2} \). We obtain equation (9) from equation (7).

\[ \frac{\partial \phi}{\partial t} = -2 \delta_{\epsilon}(\phi)((c_5 - c_4)(u_0 - c_6)) \quad (9) \]

where \( c_5 \) and \( c_4 \) are constants. We use fig. 8 to explain how TLSWE model works. Fig. 8 is a synthetic image and ROI is the gray region. The gray level of ROI is between Lower Threshold and Upper Threshold.

![Fig. 8 Synthetic image and ROI (the gray region)](image)

We set \( c_6 > c_1 \) in equation 10 and define \( c_3 = \) Lower Threshold , \( c_6 = \) Upper Threshold, Fig. 9(a) shows we use \( \phi = \phi_1 \) and \( c_3 \) to capture the outer contour of ROI. Fig. 9(b) shows we use \( \phi = \phi_2 \) and \( c_6 \) to capture the inner contour of ROI. Let \( \phi = \phi_2 - \phi_1 \), then the level sets of \( \phi = 0 \) are the outer and inner contours of ROI as shown in Fig. 9(c).
2.3. Automatic Selection of Threshold parameters

Automatic selection of threshold parameters is important for the accuracy and efficiency of brain image segmentation. The popular FCM algorithm [7][8] is not suitable for the segmentation of brain MR image. We will discuss the shortness of FCM algorithm in the section and propose a modified algorithm for automatic selection of threshold parameters.

2.3.1 Fuzzy C-Means Algorithm

FCM algorithm is one kind of cluster analysis and used to solve unsupervised learning problems. FCM algorithm can be used to determine the Upper threshold (UT) and Lower threshold (LT). The task of FCM algorithm is a process of clustering data points to one of the groups. FCM has five steps in each iteration: 1. Set groups number 2. Initialize the fuzzy membership 3. Compute centroids and objective function 4. Update the fuzzy membership and 5. Convergence Test. We used FCM to classify all the pixels of the 67th slice brain image fig. 10(a) into three and four groups as shown in fig. 10(b) and (c). The three groups are represented by red, green and blue colors and add yellow as a new group to construct four groups. To enlarge the difference between fig. 10(b) and (c), fig. 10(d) and (e) are respectively enlarged pictures of rectangle portion of the fig. 10(b) and 10(c). The pixels in red, green and blue colors represent tissues of WM, CSF or background and GM.
The intensity distributions of pixels in the four regions marked by four colors as shown in fig. 10(c) are listed in Table 2.

**Table 2 Four groups are classified by FCM as shown in Fig. 10(c)**

<table>
<thead>
<tr>
<th>Color</th>
<th>Green (CSF&amp;Background)</th>
<th>Blue(GM)</th>
<th>Yellow (y, Y)</th>
<th>Red(WM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interval of intensity</td>
<td>(0,24)</td>
<td>(24,63)</td>
<td>(63,94)</td>
<td>(94,138)</td>
</tr>
</tbody>
</table>

As shown in table 2, the intensities of pixels in yellow region do not belong to GM or WM, but they belong to GM or WM, in three groups in table 1. Some pixels in red and blue groups in table 1 will be reassigned into the yellow group in table 2 if the number of group increases from 3 to 4. We know the interval of GM is (29, 83) and the interval of WM is (83,138) in table 1; on other hand, the interval of GM is (24, 63) and the interval of WM is (94,138) in table 2. It is reasonable to guess the optimal lower limit of WM is between 63 and 94, but it may not be 83 and can not be obtain by FCM. As the reasons, FCM can not segment the MR brain image more accurately.

### 2.3.2 Fuzzy C-Means Algorithm

The WM, GM and CSF tissues can be segmented by ATLSWE Model. In order to obtain segmentations of WM, GM and CSF in brain images, we use the intervals obtained by FCM algorithm to find two parameters, LT and UT for ATLSWE Model described in section 2.2. Then the GM or WM tissue can be segmented by the active contours. The inner contours of GM are the outer contours of WM. We show the rules for selection of UT and LT for WM, GM and CSF tissues. Summary of the steps for selection of threshold parameters are listed as follows:

1. Set $c=3$, then obtain blue interval $[b, B]$ and red interval $[r, R]$.
2. Set $c=4$, then obtain yellow interval $[y, Y]$.
3. Compute Lower Threshold LT and Upper Threshold UT.

Selection UT and LT for WM:
In Table 1, the intervals of GM is (b, B) and the interval of WM is (r, R). The yellow interval is (y, Y) in Table 2. We find a good rule for choice of UT is B and LT is as follows:

If $B>y$

\[ LT = \frac{B+y}{2} \]

else

\[ LT = B \]

End if

The rule can be transformed to a decision function by LT Heaviside function or unit step function $H(x)$ which is defined by:

\[ H(x) = \begin{cases} 
1, & x > 0 \\
0, & x \leq 0 
\end{cases} \quad (10) \]

and

\[ LT = \frac{(B+y) \times H(B-y) + 2B \times [1 - H(B-y)]}{2} \quad (11) \]

Selection UT and LT for GM:

In Table 1, the intervals of GM is (b, B) and the interval of WM is (r, R). The yellow interval is (y, Y) in Table 2. We find a good rule for choice of UT is B and LT is as follows:

If $b>G$

\[ LT = \frac{G+b}{2} \]

else

\[ LT = G \]

End if

The rule can be transformed to a decision function LT by Heaviside function $H(x)$.

\[ LT = \frac{2G \times H(b-G) + [b+G] \times [1 - H(b-G)]}{2} \quad (12) \]

The boundary between CSF and GM is used to select the UT of CSF equaling to the LT of GM and LT of CSF is chosen zero (g) as shown in Table 2.

### 2.4. Similarity index

The segmentation of GM were compared with the gold standard (by mrGray) by counting the number of pixels. The segmentation with the gold standard was indicated by the similarity index (SI) [23]. This is a measure of the correctly classified tissue area. The similarity index SI is defined as:

\[ SI = \frac{2 \times \text{Inter}}{GS + \text{Object}} \quad (13) \]

Where GS denotes the gold standard of the WM segmentation, and Object is the segmentation result by "Adaptive Threshold Level Set Without Edge Model". Inter denotes the intersection of the gold standard and Object. The definition is shown in Fig. 11.

**Fig. 11 The definition of similarity index (SI)**

### 3. RESULTS AND DISCUSSION

We show the segmentation results of sixty images with number between 40th and 99th by "ATLSWE Model" to evaluate it’s accuracy. Comparing the segmentation results with the golden standard results, the SI values are calculated as defined in the equation (13) and shown in Fig. 12(a) with the maximum 0.95307 and minimum 0.8131. A histogram of SI is shown in Fig. 12(b) with the mean value 0.90311 and the variance 0.042049. The parameter “N” in the Fig. 12(b) is the times of SI values appeared.
Fig. 12 (a) The similarity indices curve and (b) histogram obtained from 40th to 99th MR images.

The first test image as shown in the Fig. 13(a) with the number 60 and SI 0.9515 in Fig. 12(a). The other image as shown in the Fig. 13(b) with the number 94 and SI 0.8252 in Fig. 12(a). Comparing the original images in Fig. 13(a) and Fig. 13(b), the anatomy atlas is different. As shown in center of Fig. 13(b), the sup colliculus is not appear in the golden standard, but it appears in the segmented object as shown in the right of Fig. 13(b). Comparing the golden standard and the segmented object, they are vary similar in Fig. 13(a), but not similar in Fig. 13(b). Although the SI value of 94th image is smaller than the mean value of SI, but the outer contours of the white mater in Fig. 13(a) and Fig. 13(b) are almost the same. For the purpose of three dimensional surface reconstruction of WM, the segmentation result is very useful.

Fig. 13 The 60th slice (a) and the 94th slice (b) with the golden standard and segmented object.

Fig. 14(a) is the original brain MR image. Chan-Vese model can not meet our desire contour as shown in Fig. 14(b) because the $c_1$ and $c_2$ are not constants decided by us. Fig.11(c), (d) and (e) show the WM, GM and CSF segmented results by ATLSWE Model with threshold parameters with (c) LT=83,UT=140, (d) LT=27,UT=83 (e) LT=0, UT=27.

(a) original image (left), gold standard (center) and segmented object (right)

(b) original image (left), gold standard (center) and segmented object (right)
Fig. 14 (a) original image, the result segmented (b) by Chan-Vese model and by ATLSWE Model with (c) LT=83, UT=140, (d) LT=27, UT=83 (e) LT=0, UT=27

4. CONCLUSIONS AND FUTURE WORK

This paper proposed an ATLSWE model for segmenting brain image automatically. There were 100 original and segmented images obtained from 40th to 99th MR slice of mrGray software and used to test ATLSWE model. The similar index for accuracy of segmentation evaluation has the mean value 0.90311 and the variance 0.042049. Conclusively, the proposed ATLSWE model can automatically and accurately segment the white and GM of the brain MR images. Now ATLSWE model is only applied in MR image segmentation, but it will also be applied in PET or CT brain image segmentation.
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**APPENDIX**

Calculus of variations is a field of mathematics that deals with functionals. The
The extremal function makes the functional attain a maximum or minimum value. For example, the functional \( E(c_1, c_2, \phi) \) can be formed as integrals by the equation (A1). 
\[
E(c_1, c_2, \phi) = \mu \int_{\Omega} |\nabla H(\phi)| dxdy \\
+ \int_{\Omega} (u_0 - c_1)^2 H(\phi) dxdy + \int_{\Omega} (u_0 - c_2)^2 (1 - H(\phi)) dxdy
\]  
(A1)

Solution of the variational problem may be obtained by solving the associated Euler-Lagrange equation. In order to illustrate this process of finding Euler-Lagrange equation, we consider a function \( \phi \) equals to \( \phi^* \) plus a variation \( t \psi \) and it is \( \phi = \phi^* + t \psi \). Where the function \( \psi \) is an arbitrary function with a boundary condition \( \phi(\partial \Omega) = 0 \) and the function \( \phi^* \) is an extremal function when the independent variable \( t \) is zero. We use the necessary condition \( \delta E|_{\partial \Omega} = 0 \) to find extremal function \( \phi^* \). The necessary condition \( \delta E|_{\partial \Omega} = 0 \) is equivalent to the following condition that is formed as derivatives with respect to independent variable \( t \). 
\[
dt{E}{t}{t=0} = 0
\]  
(A2)

In the equation (A1), we use (A3) to denote the term \( \mu \int_{\Omega} |\nabla H(\phi)| dxdy \) as following: 
\[
\mu \int_{\Omega} |\nabla H(\phi)| dxdy = \ell(\phi)
\]  
(A3)

Then (A3) can be denoted by \( \mu(\phi) \) and \( \ell(\phi) \) can be derived and changed as follow: 
\[
\ell(\phi) = \int_{\Omega} |\nabla H(\phi)| dxdy = \int_{\Omega} \delta_\varepsilon |\nabla \phi| dxdy
\]  
(A4)

The second and third terms are denoted by 
\[
E_1 = \int_{\Omega} (u_0 - c_1)^2 H(\phi) dxdy
\]  
\[
E_2 = \int_{\Omega} (u_0 - c_2)^2 (1 - H(\phi)) dxdy
\]

The left side of equation (A2) can be formulated as the equation (A5). 
\[
dt{E}{t}{t=0} = \mu \frac{d \ell(\phi^*)}{dt} + \frac{dE_1}{dt} + \frac{dE_2}{dt}
\]  
(A5)

The first term \( \mu \frac{d \ell(\phi^*)}{dt} \) in equation (A5) can be derived as shown by equation (A6). 
\[
\mu \frac{d \ell(\phi^*)}{dt} = -\int_{\Omega} \mu \delta_\varepsilon (\phi^*) \nabla \cdot \nabla \phi dxdy
\]  
(A6)

The second term \( \frac{dE_1}{dt} \) in equation (A5) can be derived and obtained as equation (A7). 
\[
\frac{dE_1}{dt} = \frac{\partial E_1}{\partial c_1} \frac{d c_1}{dt} + \frac{\partial E_1}{\partial \phi} \frac{d \phi}{dt}
\]  
(A7)

Different from the condition of Chan-Vese model \( \frac{\partial E_1}{\partial c_1} = 0 \), we assume \( c_1 \) is constant \( \frac{\partial E_1}{\partial \phi} = 0 \) and substitutes it into equation (A7). 
\[
\frac{dE_2}{dt} = \frac{\partial E_2}{\partial c_2} \frac{d c_2}{dt} + \frac{\partial E_2}{\partial \phi} \frac{d \phi}{dt}
\]  
(A9)

Different from the condition of Chan-Vese model \( \frac{\partial E_2}{\partial c_2} = 0 \), we assume \( c_2 \) is constant 
\[
\frac{\partial E_2}{\partial \phi} = 0
\]  
(A9)

Substituting equations (A6), (A8) and (A10) into equation (A2), we have the equation (A11). 
\[
\int_{\Omega} \delta_\varepsilon (\phi^*) \left[ -\mu \nabla \cdot \nabla \phi^* + (u_0 - c_1)^2 - (u_0 - c_2)^2 \right] dxdy = 0
\]  
(A11)

Because the function \( \psi \) is an arbitrary function in the equation (A11), then one obtains 
\[
\delta_\varepsilon (\phi^*) \left[ -\mu \nabla \cdot \nabla \phi^* + (u_0 - c_1)^2 - (u_0 - c_2)^2 \right] = 0
\]  
(A12)

To solve the optimal function \( \phi^* \) of equation (A12) iteratively, the following equation (A13) is adopted. 
\[
\frac{\partial \phi}{\partial t} = \delta_\varepsilon (\phi) \left[ \mu \nabla \cdot \nabla \phi - (u_0 - c_1)^2 + (u_0 - c_2)^2 \right]
\]  
(A13)