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Abstract

In this paper, a novel strategy for forecasting outdoor scenes is introduced. It is an approach combining the support vector regression in neural network computation, the discrete cosine transform. In 1995, Vapnik first introduced a neural-network algorithm called support vector machine (SVM). During recent years, due to SVM’s high generalization performance and its attractive modeling features, it have received increasing attention in the application of regression estimation. The regression estimation of SVM called support vector regression (SVR). A set of color-block images were transformed by the discrete cosine transformation, they are used as the training data for SVR. We also use the radial basis function (RBF) of the training data as the SVR’s kernel to establish the RBF neural network. Finally, the time scenes simulation algorithm (TSSA) is able to synthesize the corresponding scene of any assigned time of the original outdoor scene image.

To explore the utility and demonstrate the efficiency of the proposed algorithm, simulations under various input images are conducted. The experiment results show that our proposed algorithm can precisely simulate the desired scenes at an assigned time and has three advantages: (A) Using the color-block images instead of using the scene images of a place to create the reference database, the database can be used for any outdoor scene image taken at anywhere at anytime. (B) Taking the support vector regression on the DCT coefficients of scene images instead of taking the multiple regression on the spatial pixels of scene images, it simplifies the support vector regression procedure and save the processing time.
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1. Introduction

Sunrise and Sunset are the most beautiful scenes of a day, but they appear only in a very short time interval and people are almost always too busy to wait for their coming. If one can construct the sunset (or sunrise) scene of a scene image taken at anytime, then people shall no longer regret of missing the beautiful moments of their life.

The most special difference between a noon scene and a dusk (or dawn) scene is the colors of the sun and the sky. The Earth’s atmosphere contains both air molecules and tiny aerosols (much tinier than the wavelength of the visible light-ray from the Sun), both of which scatter the visible light-ray from the Sun which grazes the Earth’s atmosphere; Figure 1 shows the phenomena (scattering, reflection, transmitting and absorption) of a sunlight’s beam striking a partially transparent material (the Earth’s atmosphere).

Fig. 1 the phenomena of a sunlight’s beam striking a partially transparent material block. (Taken from "The Physics and Chemistry of Color". Kurt Nassau (John Wiley & Sons, New York, 1983.).)

The scattering from both air molecules and aerosols is predominantly the Rayleigh scattering [1-4]. The intensity $I$ of light scattered by a single tiny particle from a beam of light is given by

$$I = I_0 \cdot \left(1 + \cos^2 \phi \right) \cdot \left(\frac{2 \pi}{\lambda} \right)^2 \cdot \left(\frac{n^2 - 1}{n^2 + 2}\right) \cdot \left(\frac{d}{2}\right)^6$$

where $I_0$ is the original intensity of entrance light, $\phi$ is the scattering angle between the direction of incidence and the direction of observation, $R$ is the large distance from the particle to the observer, $\lambda$ is the wavelength of entrance light, $n$ is the refractive index of particle, and $d$ is the diameter of the particle. The Rayleigh scattering coefficient for a group of scattering particles is the multiplication product of the concentration of particles and the cross-section.

According to the Rayleigh scattering law of light, the scattered light is polarized at a large angle with respect to the direction of the sun's light and blue light is scattered more strongly than red light. When the sun high in the sky, sunlight goes through very little atmosphere, so little scattering takes place, the sky far away to the sun appears light blue and the sky close to the sun appears mostly white (the sun's color). When the Sun is low in the sky at sunrise or at sunset, the Sun's light has to travel through a much thicker layer of atmosphere to reach us on the ground owing to the oblique angle.

This extra distance causes multiple scatterings of blue light, the sky appears less bright and redder than that at noon because more blue light than red light is scattered out of the solar light-rays, leaving an excess of red light.

It is very difficult to obtain the concentration and the diameters of the air molecules and the tiny aerosols in the Earth’s atmosphere, so it is impossible to estimate the colors of an outdoor scene precisely by using the Rayleigh scattering law of light. In 2002, Thompson derived a spatial post-processing algorithm of night scene [5] based on the visual noise (VN) and the loss of acuity (LA). There are four strategies in Thompson algorithm: (A) color space transform (CST), (B) day to night conversion (DNC), (C) night filter (NF), and (D) Gaussian noise generator (GNG). It can generate
more realistic night scene, but it neglects the time factor so it cannot clearly illustrate the differences between early night, middle night and midnight. Alexander Toet used the method introduced by Welsh et al to transfer a source image’s color characteristics to a grayscale target image (night vision imagery) [6,7]. They search a color source image that resembles the target scenes first. Second, they transformed both the source image and the target image into a perceptually miscorrelated color space. Third, they searched for the best matching source pixel for each target pixel from the source image by using the first order statistics of the luminance distribution in a $7 \times 7$ window around the source and target pixels. Finally, they assigned the matching pixel’s chromaticity values of the source image to the target pixel. Although they effectively give single-band intensified night vision gray imagery a full color day-time image, but to find a suitable resembled color source image for the target image is not easy, and the final colors of the chromatic target image completely depends on the colors of the source image. They are not the true colors of the target image taken in day. Other papers about the scenes can be found in [8-19].

In 1995, Vapnik first introduced a neural-network algorithm called support vector machine (SVM), which is a novel learning machine based on statistical learning theory [20,21]. The SVM possesses outstanding advantages; (a) the strong theoretical basis provides with high generalization capability and avoids overfitting, (b) the global model can deal with high-dimensional input vectors efficiently, (c) the solution is light and only a subset of training samples contributes to this solution, thus reducing the workload [22].

During recent years, due to SVM ‘s high generalization performance and its attractive modeling features, SVMs have received increasing attention in areas ranging from its original application of pattern recognition to the extended application of regression estimation[23]. The regression estimation of SVM, called support vector regression (SVR), can only be realized if a suitable kernel function is applied. This kernel function transforms the non-linear input space to a high dimensional feature space in which non-linear relationships can be represented in a linear form. However, there are many kernel functions. The most popular kernel functions are the inner-product based linear and polynomial functions and the Radial Basis Function (RBF) [24].

There are lots of authors used SVR to do the time series forecasting. Zhongsheng et al. apply it for forecasting intermittent demand of spare parts to get accurate forecasts [23] Bao et al. extend the application of SVR for forecasting intermittent demand [25]. Cheng et al. exploit SVR for the time series forecasting to the processing of end effects of Hilbert–Huang transform to obtain a excellent effect. [26]. Pai and Lin used the SVR model in forecasting stock prices problems [27]. And, there still has many applications of SVR on other areas [28-32].

The red, green and blue are the primary components of light (or color image) in spatial domain. It is reasonable to take the support vector regression on each component individually. But, the spatial pixels of an image are often correlative, so the spatial domain of an image is not suitable for taking support vector regression. The DCT has properties of noise filtering, miscorrelation, and feature preservation. It is often used as a preprocessing step followed by a sophisticated algorithm in image processions, and it always has good performance while one combines the DCT block transformation with other techniques. In some cases, it has been
showing that the processing based on DCT has significantly better results than the directive pixel based processing [33,34]. To take time scene simulation on the DCT domain by using support vector regression will be a good idea. The remainder of this paper is organized as follows: Section 2 presents the the time scenes simulation algorithm (TSSA). Empirical results is described in the Section 3. Finally, Section 4 concludes this paper.

2. The Algorithm of Time Scenes Simulation (TSSA)

2.1 The RGB color system

The basic understanding of color perception of the human visual system shows the fact, which human eyes pick out the color of an object illuminated by white light is the reflection of selected wavelengths of light by that object [35-36]. The appearance color of an object can be considered as the object absorbing all colors except the colors that are reflected. For example, a red object illuminated by white light absorbs nearly all of the wavelengths except those corresponding to red light. Although there are an unlimited number of colors just as there are immeasurable quantities of real numbers on a number line, colors of the range of human visual sensations can be produced by the mixtures of finite visual lights of various wavelengths. Human eyes have three cones shaped light detectors [37]. Each cone is sensitive to a special range of colors. One is sensitive to primarily red, a second to primarily green, and a third to primarily blue. The three sensitivity ranges overlap in fact. Each cone transmits a nerve pulse to the brain at a rate proportional to the light’s intensity of that cone detects. By combining the signal rates transmitted from three cones, the brain attempts to conclude what color and brightness of the light must be. Thus, to combine various quantities of three colors (red, green and blue) of light can turn out all colors that can be perceived for human.

In televisions, computer monitors, and colored image projection systems, only the three colors are enough to adequately represent any of the unlimited visible colors [38]. For measuring or reproducing color, a number of three dimensional color models have been defined; Color models like as HIS, L*a*b*, YIQ, YUV, and YCbCr are suitable for image processing applications, they are the reducing redundancy models of the image in RGB color space, obtained by some color transform from RGB color space, They are suitable for image processing applications, but not suitable for the color representation of a color image. The image in RGB color space is not suitable for image processing applications, because the image in RGB color space is highly correlated, but it is the most suitable for the color representation of a color image. Most imaging devices (CCD cameras, CRT monitors, etc) mimic the retina and utilize three separate channels calibrated for the detection of red, green and blue phosphors to render colors at every pixel on the screen [39]. The RGB color model is the most popular and natural color model. Due to it can compose any color adequately; it is frequently used in color image representation. R, G and B component of a color are given by:

\[
R, G, B = k \int_{400}^{700} I(\lambda) \Phi(\lambda) S_{R,G,B}(\lambda) d\lambda
\]  

(2)

Where \(k\) is a constant that defines the total overall brightness response of the human eyes, \(I[\lambda]\) is the illumination spectral intensity of a color, \(\Phi[\lambda]\) is the object spectral reflectivity, \(S_{R,G,B}[\lambda]\) is the spectral sensitivity of the R or G or B channel of the detector and \(\lambda\) is the wavelength. The normalized red, green, and blue coordinates are defined as follow:

\[
r = R/(R + G + B)
\]  

(3)
\[
g = G/(R + G + B) \tag{4}
\]
\[
b = B/(R + G + B) \tag{3}
\]
where R, G and B are the intensities of red, green, and blue light at a given pixel [40]. We demonstrated that color images could be represented using three primary colors.

In order to obtain the more accuracy regression of a scene image, the original image is first split into its R, G, and B components. Its final simulation image is reconstructed by composing these regression color components.

### 2.2 The support vector regression

The SVR is an adaptation of support vector machines (SVM). The structure of the SVR is showed in figure 2.

**Fig. 2 The structure of support vector machine for regression**

Consider a training data set \( T = \{(\bar{x}^{(i)}, t_i)\}_{i=1}^{N} \), \( \bar{x}^{(i)} \in R^n, t_i \in R \), where \( \bar{x}^{(i)} \) is a vector of input variables and \( t_i \) is the corresponding scalar output (target) value. The objective over here is to construct a SVR model to fit a regression function, \( t = f(\bar{x}) \), such that it can accurately predict the outputs, \( \{t_i\}_{i=1}^{N} \), corresponding to the input vectors \( \{\bar{x}^{(i)}\}_{i=1}^{N} \). With this objective, the linear SVR formula can be given as

\[
\hat{f}(\bar{x}) = w \cdot \Phi(\bar{x}) + b \tag{6}
\]
where \( f \) is the regression function to be built, \( w \) the weight vector in feature space, \( \Phi \) is the transformation function that transfer input vectors into the high dimension feature space, \( w \cdot \Phi(\bar{x}) \) is the inner product of \( w \) and \( \Phi(\bar{x}) \), and \( b \) is the bias (constant). The steps to establish the regression is as follow:

**Step 1:** Choose proper tolerance parameter \( \epsilon \), disciplinal parameter \( C \), and loss function \( l(\hat{x}, t, f) \). Then, define empirical risk \( R_{emp} \) as

\[
R_{emp} = \sum_{i=1}^{N} l(f(\bar{x}^{(i)}) - t_i) \tag{7}
\]

The most popular loss function is the linear \( \epsilon \)-insensitive loss function, it is expressed as

\[
l(\hat{x}, t, f) = \begin{cases} 
0, & \text{if } |f(\hat{x}) - t| \leq \epsilon \\
|f(\hat{x}) - t| - \epsilon, & \text{if } |f(\hat{x}) - t| > \epsilon
\end{cases} \tag{8}
\]

**Step 2:** Choose suitable kernel function \( k(\bar{x}^{(i)}, \bar{x}^{(j)}) = \Phi(\bar{x}^{(i)}) \cdot \Phi(\bar{x}^{(j)}) \). There are several kernel functions including polynomial kernel, radial basis function and sigmoid kernel, etc.[41] The most common kernel is the radial basis function, its mathematical expression is
Step 3: Minimize the risk function
\[
R(w) = R_{\text{reg}} + \frac{1}{2} \| w \|^2 = \sum_{i=1}^{N} l(f(\bar{x}^{(i)}) - t_{i}) + \frac{1}{2} \| w \|^2
\] (10)

After some reformulations and introduction of Lagrange multipliers satisfying the constraints
\[
\sum_{i=1}^{N} (\alpha_{i} - \alpha_{i}^{*}) = 0 \quad \text{and} \quad 0 \leq \alpha_{i} , \quad \alpha_{i}^{*} \leq \frac{C}{N} , \quad i = 1,2,...,N
\]
then, the dual problem is resolved, that is:

Minimize:
\[
Q(\alpha, \alpha^{*}) = \frac{1}{2} \sum_{i=1}^{N} (\alpha_{i} - \alpha_{i}) (\alpha_{i} - \alpha_{i}^{*}) k(\bar{x}^{(i)}, \bar{x}^{(j)}) + \sum_{i=1}^{N} t_{i} (\alpha_{i} - \alpha_{i}^{*})
\]
\[\text{(11)}\]
Subject to \(\sum_{i=1}^{N} (\alpha_{i} - \alpha_{i}^{*}) = 0\) and \(0 \leq \alpha_{i}, \quad \alpha_{i}^{*} \leq \frac{C}{N}, \quad i = 1,2,...,N\) (12)

Step 4: Establish the SVR model
\[
f(\bar{x}) = \sum_{i=1}^{N} (\alpha_{i}^{*} - \alpha_{i}) k(\bar{x}^{(i)}, \bar{x}^{(j)}) + b
\] (13)

Where \(\bar{b} = t_{j} - \sum_{i=1}^{N} (\alpha_{i}^{*} - \alpha_{i}) (\bar{x}^{(i)} \cdot \bar{x}^{(j)}) + \epsilon\), for \(\alpha_{i} \in (0, C/N)\) (14)
\[
\bar{b}_{j} = t_{j} - \sum_{i=1}^{N} (\alpha_{i}^{*} - \alpha_{i}) (\bar{x}^{(i)} \cdot \bar{x}^{(k)}) - \epsilon, \quad \text{for} \quad \alpha_{i}^{*} \in (0, C/N)
\] (15)

2.3 The construction of support vector regression function database

This paper proposed a way to construct the sunset scene of a scene image taken at anytime by TSSA. Fig.3 is the flow chart of the construction of the support vector regression functions database. At the beginning of the process, the R, G, and B planes of the decomposed color input image were split into non-overlapping \(8 \times 8\) blocks, and then transferred into the frequency domain from the spatial domain by block DCT respectively. In the DCT domain, most of the signal information tends to be concentrated in a few low-frequency components. And the DC coefficient carries information about average luminance within the DCT blocks, the DC coefficient becomes the most meaningful when considering how the luminance is changing between the images [33, 34]. We took the average of the DC components of all the \(8 \times 8\) DCT blocks to serve as the average value of the reflective color at that time. Then, we used support vector regression to find support vector regression functions of the DCT coefficients of these color-block images that were regularly photographed by fixed time interval from 17:00 to 19:30 of a day. These support vector regression functions were then constructed into a table as the database. Fig.4 shows the image of a color-block taken at 17:20, its R, G, B component images, and the images of DCT coefficients of the R, G, B component images. Fig.5 is the figure of support vector regression functions of the DCT coefficients. Table 1-3 are the tables of the average magnitudes of the \(8 \times 8\) DCT coefficients for the R, G, B component images of the color-block. There are 64 bases for each table, the upper left base is the block’s mean and it is also called the DC value of the image, another 63 bases are called the AC values of the image. Table 1-3 show that the DC value is much larger than the AC values.

Fig. 3 The construction of the support vector regression functions database
Fig. 4 The image of a color block taken at 17:20 (a) real image (b) R component image (c) G component image (d) B component image (e) The image of DCT coefficients of the R component (f) The image of DCT coefficients of the G component (g) The image of DCT coefficients of the B component.

Table 1 The DCT coefficients for the R component of the color-block image in Fig.4.

<p>| | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>945.6788</td>
<td>-3.11586</td>
<td>2.45876</td>
<td>0.33716</td>
<td>-1.17563</td>
<td>1.24538</td>
<td>-0.23217</td>
<td>-0.927</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.97103</td>
<td>-1.986</td>
<td>-0.2199</td>
<td>0.69366</td>
<td>0.6657</td>
<td>-0.0409</td>
<td>0.057666</td>
<td>-0.00114</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16.23694</td>
<td>-1.6898</td>
<td>-0.9017</td>
<td>1.0713</td>
<td>0.09559</td>
<td>0.99738</td>
<td>0.04183</td>
<td>-0.4458</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.121902</td>
<td>0.04823</td>
<td>-0.05908</td>
<td>0.05929</td>
<td>-0.03403</td>
<td>0.005014</td>
<td>0.003166</td>
<td>-0.01487</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.504839</td>
<td>-0.04982</td>
<td>0.000112</td>
<td>0.01591</td>
<td>-0.01855</td>
<td>0.003226</td>
<td>-0.00636</td>
<td>0.00413</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.000081</td>
<td>-0.02425</td>
<td>0.00065</td>
<td>0.01323</td>
<td>0.00592</td>
<td>0.000667</td>
<td>0.003872</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.23579</td>
<td>-0.00222</td>
<td>0.02985</td>
<td>0.00037</td>
<td>0.003775</td>
<td>0.001468</td>
<td>0.000438</td>
<td>0.003585</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.48485</td>
<td>-0.01236</td>
<td>-0.00196</td>
<td>0.04875</td>
<td>0.008721</td>
<td>-0.0107</td>
<td>-0.00418</td>
<td>0.006422</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 The DCT coefficients for the G component of the color-block image in Fig.4.

<p>| | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>857.0752</td>
<td>-1.16039</td>
<td>2.932919</td>
<td>0.480016</td>
<td>-1.19057</td>
<td>1.704949</td>
<td>-1.24423</td>
<td>0.147122</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.24463</td>
<td>-0.09254</td>
<td>0.00674</td>
<td>0.05055</td>
<td>0.05952</td>
<td>-0.0082</td>
<td>0.04707</td>
<td>0.01809</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13.06433</td>
<td>1.286</td>
<td>0.39403</td>
<td>0.10974</td>
<td>0.059904</td>
<td>0.000136</td>
<td>0.02107</td>
<td>0.02801</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.13035</td>
<td>0.011812</td>
<td>0.05759</td>
<td>0.671362</td>
<td>-0.03963</td>
<td>0.006384</td>
<td>0.00348</td>
<td>0.01158</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.38559</td>
<td>-0.03216</td>
<td>0.005886</td>
<td>0.01135</td>
<td>-0.01836</td>
<td>0.004468</td>
<td>0.00146</td>
<td>0.00476</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.849799</td>
<td>-0.027235</td>
<td>0.00554</td>
<td>0.01184</td>
<td>-0.00021</td>
<td>-0.01611</td>
<td>-0.00312</td>
<td>0.00392</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.27928</td>
<td>0.01216</td>
<td>0.03458</td>
<td>0.009935</td>
<td>0.002494</td>
<td>-0.01045</td>
<td>0.006994</td>
<td>0.00207</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.51225</td>
<td>-0.00888</td>
<td>0.00602</td>
<td>0.00133</td>
<td>0.007954</td>
<td>-0.00317</td>
<td>0.001674</td>
<td>0.006048</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3 The DCT coefficients for the B component of the color-block image in Fig.4.

<p>| | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>756.0942</td>
<td>-1.21977</td>
<td>0.49299</td>
<td>0.649581</td>
<td>-1.173632</td>
<td>0.806817</td>
<td>0.05249</td>
<td>1.09367</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.92558</td>
<td>-0.18361</td>
<td>0.04764</td>
<td>0.088499</td>
<td>0.064015</td>
<td>0.004417</td>
<td>0.064835</td>
<td>0.0194</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.036919</td>
<td>-0.11323</td>
<td>0.01613</td>
<td>0.111721</td>
<td>0.064356</td>
<td>0.009781</td>
<td>0.027291</td>
<td>0.05435</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.570166</td>
<td>0.024903</td>
<td>-0.05725</td>
<td>0.078368</td>
<td>-0.03275</td>
<td>-0.0292</td>
<td>0.0057</td>
<td>-0.01229</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.369813</td>
<td>-0.0401</td>
<td>-0.0139</td>
<td>0.000356</td>
<td>-0.01725</td>
<td>0.002273</td>
<td>-0.00398</td>
<td>0.003574</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.945137</td>
<td>-0.02902</td>
<td>0.00551</td>
<td>0.00782</td>
<td>0.003822</td>
<td>-0.0164</td>
<td>0.00275</td>
<td>6.6E-05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.23514</td>
<td>-0.01996</td>
<td>-0.0039</td>
<td>0.00902</td>
<td>0.05829</td>
<td>-0.00298</td>
<td>0.00189</td>
<td>0.01054</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.48137</td>
<td>-0.01432</td>
<td>-0.00211</td>
<td>0.005969</td>
<td>0.00762</td>
<td>-0.00335</td>
<td>0.00572</td>
<td>0.000444</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5 The figure of support vector regression functions of the DCT coefficients, * indicate the DCT coefficients of these color-block images.
2.4 The simulation image synthesis of time scene

Fig. 6 is the flowchart of the simulation image of time scene. To synthesize the scenes at specific time from the scene taken at any daytime, the input image was divided into R, G, and B planes firstly. The R, G, and B components of a scene photographed at time \( t_1 \) are processed respectively with the same steps; they were transferred to the frequency domain by forward discrete cosine transform (FDCT) firstly. Then compared the DC component with the DC component of color-block at time \( t_4 \) to find the compensated coefficient \( c_1 \), to find the corresponding DC component \( f_{i,j}(t_2) \) at time \( t_2 \) from looking up the database table, and then to combine \( f_{i,j}(t_2) \) and \( c_1 \) to determine the final R, G, B components \( g_{i,j}(t_2) \) of the simulation scene at time \( t_2 \) on frequency domain. Finally, we took the inverse discrete cosine transform (IDCT) on \( g_{i,j}(t_2) \), and combined them to form the color simulation image at time \( t_2 \) of the scene.

\[
\begin{align*}
\text{RSI}(t_1) &: \text{Real Scene Image photographed at time } t_1 \\
\text{f}_R(t_1) &: \text{R-component on frequency domain of image } f(t_1) \\
\text{f}_G(t_1) &: \text{G-component on frequency domain of image } f(t_1) \\
\text{f}_B(t_1) &: \text{B-component on frequency domain of image } f(t_1) \\
\text{IDCT} &: \text{Inverse Discrete Cosine Transform} \\
\text{CB}_f\text{ database} &: \text{database of Color Blocks on frequency domain} \\
\text{CS}_{i,j} &: \text{The } j\text{-th degree of simulation result of R component at time } t_1 \text{ on R,G,B domain} \\
\text{CS}_{i,j} &: \text{The } j\text{-th degree of simulation result of G component at time } t_1 \text{ on R,G,B domain} \\
\text{CS}_{i,j} &: \text{The } j\text{-th degree of simulation result of B component at time } t_1 \text{ on R,G,B domain} \\
\text{SSI}(t_2,j) &: \text{The } j\text{-th degree scene simulation Image at time } t_2 \\
\end{align*}
\]

Fig. 6 The flow chart of the simulation image synthesis of a time scene.

3. Experiment results

Several test images with size \((720 \times 512)\) were used in simulation for demonstrating the performance of the proposed scheme. In order to give a detailed description of the simulation results, Fig. 7 is used to express the simulation results; comparing the corresponding simulation image with the real image, we found some lamplights in the real image taken at 19:00, but not in the corresponding synthesis image. Apart from the lamplights, the human eyes can not feel any difference between them. Table 4 shows the absolute error ratios of simulation image with respect to the real image of Fig.7. From the error table we can find that the error in R plane is the largest and the error in B plane is the smallest, this is caused by the fact that the average pixel value in B plane is larger than the average pixel value in R plane. On the other hand, the error in order 2 and order 3 best fitting regressions are much larger than the error in order larger than 3 best fitting regressions. This coincides with the Rayleigh scattering theory of sunlight. Experimental results show that there is no difference in visual quality between the simulation image obtained by our algorithm and the real image. However, because our algorithm is carried out in the DCT domain, it is time-saving and simpler.
Fig. 7 simulation images, (a), (d), (g), (j), (m) is a scene photographed at 17:30, (b) the simulation image of (a) at 18:00, (c) is the scene photographed at 18:00 of (a), (e) the simulation image of (d) at 18:30, (f) is the scene photographed at 18:30 of (d), (h) the simulation image of (g) at 18:50, (i) is the scene photographed at 18:50 of (g), (k) the simulation image of (j) at 19:00, (l) is the scene photographed at 19:00 of (j), (n) the simulation image of (m) at 19:10, (o) is the scene photographed at 19:10 of (m).
Table 4 Table of absolute error ratios of simulation image with respect to real image of Fig.7.

<table>
<thead>
<tr>
<th></th>
<th>18:00</th>
<th>18:30</th>
<th>18:50</th>
<th>19:00</th>
<th>19:10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error in R plane(%)</td>
<td>10.7404</td>
<td>17.1363</td>
<td>15.4677</td>
<td>17.8973</td>
<td>36.4459</td>
</tr>
<tr>
<td>Error in G plane(%)</td>
<td>7.6832</td>
<td>11.8439</td>
<td>6.8233</td>
<td>8.5632</td>
<td>42.5396</td>
</tr>
<tr>
<td>Error in B plane(%)</td>
<td>8.2303</td>
<td>9.1075</td>
<td>6.5911</td>
<td>6.6485</td>
<td>27.9848</td>
</tr>
</tbody>
</table>

4. Conclusion

For SVR simulation using a computer with Intel Pentium D 2.80GHz CPU and 512MB RAM, it only takes less than 1 second to simulate a scene image of size 720 × 512 by our look-up table algorithm. On the other hand, simulating the same image by support vector regression with the same computer takes more than 5 seconds, simulating the same image by multiple regression with the same computer takes more than 540 seconds. Table 4 is the table of absolute error ratios of the SVR simulation with respect to real image. It shows that the absolute error ratio of each degree simulations are always less than 18% with the time distance less than 90 minutes; this error ratio can not be found by human eyes and it can be reduced by adopting more frequency bands in DCT domain of images for regression and simulation. However, adopting more frequency bands is going to take more time and need more computer memory. With the above experimental results and performance analyses, we conclude that the proposed approach has three major advantages: (A) Using the color-block images instead of using the scene images of a place to create the reference database, this approach is suitable for any outdoor scene taken at anywhere at anytime. (B) Taking the support vector regression on the DCT coefficients of scene images instead of taking the support vector regression on the spatial pixels of scene images, this approach simplifies the support vector regression procedure and saves the processing time. (C) Using look-up table algorithm to save time. With this algorithm, one can successfully and effectively simulate the anytime scene from a outdoor scene taken at anytime no matter it is of uniform color or complex colors, so it is suitable to be used in the design of virtual reality and the recognition of natural scenes.
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